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Letter to the Editor

An urgent call for robust statistical methods in reliable feature importance analysis across 
machine learning
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A B S T R A C T

Accurate analytical outcomes in machine learning are contingent on error-free calculations and a solid under-
standing of foundational principles. A notable challenge arises from the lack of ground truth values for valida-
tion, complicating the assessment of feature importance, especially when employing linear models with 
parametric assumptions. This paper critiques the use of Pearson correlation and feature importances derived 
from Gradient Boosting Regressor (GBR), emphasizing their limitations in analyzing nonlinear and nonpara-
metric data. We propose robust statistical methods, such as Spearman’s correlation and Kendall’s tau, as alter-
natives for capturing complex relationships while providing essential directional information. Additionally, 
attention to Variance Inflation Factor (VIF) is crucial for mitigating feature inflation. By addressing these con-
cerns, researchers can achieve more reliable analyses and deeper insight into variable relationships.

1. Introduction

Accurate analysis relies heavily on error-free calculations, which 
underscores the importance of researchers being well-versed in the 
fundamental principles of machine learning. One of the primary chal-
lenges in this context is the availability of ground truth values for vali-
dation. In supervised machine learning, these ground truth values are 
essential for verifying target accuracy; however, their presence alone 
does not guarantee the reliability of derived feature importances, 
particularly when ground truth data is absent. In such scenarios, 
meticulous consideration and alternative validation strategies become 
imperative for ensuring the robustness and accuracy of the analysis. 
Linear models with parametric assumptions can distort outcomes 
against nonlinear and nonparametric data.

The terms “nonparametric characteristics,” “directional insight,” and 
“model-derived importance scores” are rooted in statistical modeling 
and data analysis. These concepts aim to extract meaningful information 
from data, which is increasingly essential when integrating complex 
experimental datasets with computational approaches.

Nonparametric characteristics refer to statistical methods that do not 
rely on the assumption of a specific probability distribution for the data, 
such as a normal or exponential distribution. In many cases, especially in 
catalysis research, experimental data may exhibit irregular patterns or 
deviate from standard statistical forms. Nonparametric techniques offer 
the flexibility needed to analyze such complex data, thus allowing re-
searchers to work effectively with datasets that might challenge tradi-
tional parametric methods.

Directional insight involves identifying and interpreting trends or 
relationships within the data. Rather than considering variables in 
isolation, this approach examines how changes in one factor may in-
fluence another. For example, in catalysis, understanding how varia-
tions in reaction conditions—such as temperature, pressure, or catalyst 
concentration—correlate with changes in reaction rates or product 

distributions can provide valuable directional insights. Such information 
not only permits the observation of correlations but also helps to form 
hypotheses about potential causal relationships that can guide future 
experimental modifications and optimizations.

Model-derived importance scores are generated by predictive sta-
tistical models and provide quantitative measures for ranking or 
assessing the influence of different variables on a target outcome. In the 
context of catalysis, these scores help to pinpoint which experimental 
variables—whether related to reaction conditions, catalyst properties, 
or process parameters—most significantly affect performance. This 
quantitative ranking can guide researchers in prioritizing the most im-
pactful factors, leading to more focused and efficient experimental 
designs.

By understanding these concepts, researchers can bridge the gap 
between traditional experimental methods and modern data analytics. 
Integrating nonparametric methods, seeking directional insight, and 
applying model-derived importance scores enables a more robust and 
nuanced interpretation of catalytic phenomena. This integrated 
approach ultimately supports enhanced decision-making and the opti-
mization of experimental designs in catalysis research.

Researchers must have a solid understanding of the fundamental 
theoretical principles underpinning machine learning, as well as the 
assumptions associated with the analysis tools they employ. When linear 
methods are applied to nonlinear data, or when parametric approaches 
are used on nonparametric data, the results can become distorted or 
skewed, ultimately leading to erroneous conclusions in the analysis of 
nonlinear and nonparametric datasets. Therefore, unless the data is 
confirmed to be linear and parametric, it is imperative for researchers to 
adopt nonlinear and nonparametric methods.

While supervised machine learning models are beneficial because 
they have ground truth values for validating target prediction accuracy, 
the same cannot be said for feature importance metrics derived from 
these models. The absence of established ground truth values for feature 
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importance can result in significant biases, as different models employ 
varying methodologies to calculate these metrics. Consequently, this 
leads to non-negligible discrepancies in feature importance assessments, 
highlighting the need for careful consideration in their interpretation 
and application.

Yang et al. investigated stable adsorption configuration searching in 
hetero-catalysis using methodologies based on similar distribution and 
active learning [1]. They calculated the Pearson correlation coefficient 
to assess feature correlations and importance, while feature importances 
were derived using a Gradient Boosting Regressor (GBR) [1].

This paper highlights two critical concerns regarding the use of the 
Pearson correlation coefficient and feature importances derived from 
GBR. The linear and parametric nature of the Pearson correlation co-
efficient may lead to misleading conclusions when applied to nonlinear 
and nonparametric data. Yang et al. did not examine linear and para-
metric nature of data. Additionally, feature importances from machine 
learning models are inherently biased when ground truth values are 
absent. Although supervised machine learning methods have access to 
ground truth values for validating target prediction accuracy, this vali-
dation does not guarantee reliable feature importance assessments due 
to distinct issues inherent in the methodologies used. Various studies of 
over 100 peer-reviewed articles have documented significant biases in 
feature importances derived from machine learning models, including 
GBR, underscoring this challenge [2–7].

Pearson’s correlation is a linear, parametric measure that can pro-
duce misleading results when applied to nonlinear or nonparametric 
data, which may lead to inaccurate conclusions. Similarly, feature 
importance scores generated from Gradient Boosted Regression (GBR) 
models can be biased due to the absence of ground truth values for 
validation. To accurately determine the true associations between the 
target variable and features, three key factors must be taken into ac-
count. While SHAP (SHapley Additive exPlanations) is commonly used 
for feature importance analysis, the function explain=SHAP(model) 
indicates that SHAP may inherit and potentially amplify the biases 
present in the model, contributing to incorrect interpretations of feature 
importance [14–18].

To accurately identify true associations or genuine relationships 
between a target variable and its features, three critical components 
must be considered: the data distribution, the statistical relationship 
between the variables, and the validation of statistical significance 
through p-values.

This paper advocates for employing nonlinear and nonparametric 
robust statistical methods, such as Spearman’s correlation [8], Kendall’s 
tau [9], Goodman-Kruskal Gamma [10], Somers’ D [11], and Hoeffd-
ing’s D [12], along with their associated p-values. These methodologies 
excel at capturing complex relationships that may not conform to linear 
assumptions.

In contrast to feature importance measures, which typically range 
from 0 to 1, indicating the strength of relationships without directional 
context, the aforementioned statistical methods provide strength and 
directional information, with values ranging from − 1 to 1. A positive 
value in these measures indicates a positive association, suggesting that 
as one variable increases, the other variable also tends to increase. 
Conversely, a negative value indicates a negative association, meaning 
that an increase in one variable often corresponds to a decrease in the 
other. The directional information offered by these statistical methods is 
invaluable for understanding the nature of relationships among vari-
ables. It enables researchers to quantify the strength of associations 
while also interpreting whether those associations are positive or 
negative, leading to richer insights into the underlying dynamics of the 
data. Such comprehensive analyses can facilitate more informed 
decision-making and hypothesis generation in research.

Furthermore, before applying these statistical methods, it is essential 
to assess the Variance Inflation Factor (VIF) to identify and eliminate 
features exhibiting collinearity and interactions [13]. This step is critical 
for mitigating feature inflation and enhancing the robustness and 

accuracy of the analysis. By systematically addressing these concerns, 
researchers can derive deeper insights into the relationships within their 
data, yielding more reliable conclusions and stronger foundations for 
inference.

Numerous peer-reviewed articles emphasize that researchers should 
consider nonlinear behaviors when analyzing catalytic processes 
[19–22].
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